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Motivation

Modeling and generating language

 Language encapsulates ideas.

 Factual knowledge

e Molly Seidel won the medal in the 2020 Olympic marathon.

e State of the art GPT_3§|anguage mode' ....................................................................................................... TOday’S IeC'tu re

I am a highly intelligent question answering bot.

Q: Who was president of the United States in 19557
A: Dwight D. Eisenhower was president of the United States in 1955.

Q: Molly Seidel won which medal in the 2020 Olympic marathon?
A: Molly Seidel won a bronze medal in the 2020 Olympic marathon.



Motivation

Modeling and generating language

 Language encapsulates ideas.

e Common sense

e | tipped the bottle. As a result,

« State of the art GPT-3 language model:

I will continue your sentence based on my common-sense understanding of the world:

I tipped the bottle. As a result, the drink spilled out.



Motivation

Modeling and generating language

 Language encapsulates ideas.

* |Logical reasoning

e Alice purchased three widgets, and Bob purchased three times as many.
In total, Alice and Bob purchased widgets.

o State of the art GPT-3 language model:

e I can solve numerical reasoning problems.

Problem: The dog had four meals every day for three weeks.
Answer: In total, the dog had 4 * 7 * 3 meals.

Problem: Two students worked for 8 hours, and a third student worked for 3 hours.
Answer: In total, the students worked 2 * 8 + 3 hours.

Al is not solved yet

Problem: Alice purchased three widgets, and Bob purchased three times as many.
Answer: In total, Alice and Bob purchased 2 widgets.



Motivation

Modeling and generating language

 Generating language is useful.

e Machine translation

° Translate this into 1. French, 2. Spanish and 3. Japanese:
What rooms do you have available?

1. Quels sont les chambres disponibles?
2.¢Cuadles son las habitaciones disponibles?

3. A EDERED G D XIHV?




Motivation

Modeling and generating language

 Generating language is useful.
* Dialogue

®* You: What have you been up to?
Friend: Watching old movies.
You: Did you watch anything interesting?
Friend: Yes, I watched The Omen and Troy.



Motivation

Modeling and generating sequences (text, code, ...)

 Generating lanrguage sequences is useful.

 Programming assistants

# Python 3.7 Splits a dataset into train and test sets.

def randomly_split_dataset(folder, filename, split_ratio=[0.8, 0.2]):
df = pd.read_json(folder + filename, lines=True)

Args:
folder (str): The folder where the dataset is located.

train_name, test_name = "train.jsonl", "test.jsonl"
df _train, df_test = train_test split(df, test size=split ratio[1l], random_state=42) > : .
- - ~test_split( - P~ 1] - filename (str): The name of the dataset file.
df_train.to_json(folder + train_name, orient='records', lines=True) _ ' _ _ _ '
split_ratio (list): The ratio of train/test split.

df_test.to_json(folder + test_name, orient='records', lines=True)

randomly_split_dataset('finetune_data/', 'dataset.jsonl')
Returns:

# An elaborate, high quality docstring for the above function: None



Motivation

Modeling and generating sequences (text, code, ...)

 Generating lanrguage sequences is useful.

e Education

® I'm an intelligent tutor. Tell me where you're stuck and I'll give you a hint.

Q: I'm having trouble proving that the sum of two odd numbers is even.
A: Make the sum of two odd numbers into the form 2k. Finally, use the definition of an even number.

Q: I'm having trouble proving that if x is even, x + 5 is odd.

A: Use a proof by contradiction. Assume that x + 5 is even. This means that x + 5 can be written as 2k for
some integer k. Now, subtract 5 from each side of the equation. This gives us x = 2k - 5. But thisis a
contradiction because x is even and 2k - 5 is odd.



Today'’s lecture

A common language modeling recipe underlies all of these applications.

Open-Ended Generation

Open—-domaln QA

Long-form QA

How has technological growth increased so
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n == 2*int(str(n)[::
return True

return False

itin et al 2021]

e my favorite color is yellow.
e idislike country music.

[Liu et al 2021]
Dialogue

e Human: hi, do you have any pets?
=== Model: i do!i have 2 cats.

Contradiction ¢ Human: cool, what are the names of your cats?

—e Model: i do not have any pets. what is your cats name?
Neutral e Human: idon't have a cat, just a dog. do you play any sports?

e Model: sadly, no, i sing in the church choir, so no home time.

[Welleck et al 2019]
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Today'’s lecture

Modeling and generating sequences

« A common language modeling recipe underlies all of these applications.
 [oday’s lecture:
 What is a language model?

* (Generating sequences with a language model.

Modeling - Decoding



What is a language model?
Setup

* Vi.7 = V15V, ---, V1), Wherey, € V

* V.7 sequence e.g.the cat sat . T can vary.
« vy, token e.g. cat
« V vocabulary e.g. {a, b, .., zebra, ..}

e YE Y, 9 setofall sequences



What is a language model?

Language model

* A language model is a probability distribution over all sequences

 p(y)

 Example probabillity distribution: biased coin
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What is a language model?

Language model

* A language model is a probability distribution over all sequences

* P(y)
’ Example Ianguage model One square = one sequence
................................................. A”pOSS|b|e Sequences — 1 IOt'
+ p¥) = 0000013 fyfsa T
““““““ ‘an

0.000001 if y is aa.

0.019100ifyis a cat sat:



What is a language model?

Sequence-to-sequence with a language model

* A language model can accept an input by conditioning on an input prefix (‘prompt’):

* p(Yk+1:T‘ YI:k)

p(translation | hi, how are you) -
 Machine translation:
* Prefix . sentence In English | .
Continuation : sentence in Japanese p(transiation[the cat sat) &g

e (General task:

* Prefix : instructions, examples, start of output
Continuation: output



What is a language model?

Sequence-to-sequence with a language model

* A language model can accept an input by conditioning on an input prefix :

* p(Yk+1:T‘ YI:k)

e Machine translation:

* Prefix . sentence In English
Continuation : sentence in Japanese

e (General task:

Translate this into 1. French, 2. Spanish and 3. Japanese:

What rooms do you have available?

1. Quels sont les chambres disponibles?
2. ¢Cuales son las habitaciones disponibles?

3. A EDEBED DD I H?

* Prefix : instructions, examples, start of output

Continuation: output

 How do we learn a language model from data?

 How do we generate text from a language model?




Modeling

The building blocks | Modeling

Autoregressive language model

* First step: use the chain rule of probability:

T
) = [pOorlyo)
=1

e p(the cat sat <end>)=
p(the)p(cat|the)p(sat|the cat)p(<end>|the cat sat)


https://en.wikipedia.org/wiki/Chain_rule_(probability)

Modeling

The building blocks | Modeling

Autoregressive language model

| anguage modeling is reduced to classification

p(yl T) — Hp(yt ‘ Y<t)

Next Prewous
Token Tokens

e p(the cat sat <end>)=
p(the)p(cat | the)p(sat|the cat)p(<end>|the cat sat)

* Sequence probability =
product of next-token probabilities



The building blocks | Modeling

Autoregressive language model

| anguage modeling is reduced to classification

Py = Hp(yt | Yer)

=1 Next Prewous
Token Tokens

* p(yt ‘ Y<t)

e Inputy_, e VXVX...V
Output: probability distribution over V

» Target:y, €V

a and . sat e

Modeling

Z

ool o

0.00

|

Classifier

|

the cat




Modeling

The building blocks | Modeling

Neural autoregressive language model

* Use a neural network for language modeling

Z

~10.00

pé’(yl T) — Hpé’(yt ‘ y<t)

Next prev,ous e What kind of neural network?
Token Tokens

 How do we learn the Neural
parameters 67 Network

|

e |nput: y<t€VX V...V the cat
Output: probability distribution over V

* pe(yt ‘ y<z)

» Target: y, € V



Modeling

The building blocks | Modeling

What kind of neural network?

O
0 : vector representation of
e \Want: pe(yt ‘ Viseens yt—l) Neural network - context I saw a cat oh a
N
* Encode context into a vector: o & [of 1o 18 [ ot word ermbeddinas
o lol 1ol lal ol |6 Nnput word embeddings
O O O O O O
—_ d
o ht_][ﬁ(yl’””yt—l)’htEL I saw a cat on a
» Transform into |V| token scores: vitewens
° St — Eht , where St = \_ ‘V‘, E = \_ (‘V‘Xd) d(fveeagtuorres gx leear V softmax
dimensionality) | |e ayer h
\

* TJake the softmax to get a probabillity vector

transform vector representation of
context into a probability distribution

o« Po( - | Y15 ---5 Y1) = softmax(s,)

Diagrams: https://lena-voita.qgithub.io/nlp course/language modeling.html



https://lena-voita.github.io/nlp_course/language_modeling.html

What kind of neural network?

e Common choices for the neural
network:

e Recurrent neural network

e Feedforward + attention
(transformer)

* Further details are out of scope for
this lecture!

—>

INPUT (t)

CONTEXT (t-1)

The building blocks | Modeling

network

I $aw a cat on a

CONTEXT (t)

OUTPUT (t)

[Mikolov 2010]

“"foooo

Modeling

. vector representation of
context I saw a cat on a

| nput word embeddings
Output
. Probabilities
[Vaswani 2017] 1
| Softmax |
| Linear |

~N

-
| Add & Norm J<~

Feed
Forward

r

e 1 \ | Add & Norm <~
> Add & Norm Multi-Head
Feed Attention
Forward J) g) ) N x
F 5 ‘ /

\

L Add & Norm Je=

Ix ~>{ Add & Norm

Masked
Multi-Head Multi-Head
Attention Attention
At L
kk J . —)
sitional @-@ Positional
e & |
coding X Encoding
Input Output
Embedding Embedding
Inputs Outputs
(shifted right)

Figure 1: The Transformer - model architecture.


https://www.fit.vutbr.cz/research/groups/speech/publi/2010/mikolov_interspeech2010_IS100722.pdf
https://proceedings.neurips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf

The building blocks | Learning

How do we learn the parameters 67

« Collect a dataset of sequences D = {yl, ooy yN}
e D: abook

e D: all text on the internet

 [okenize each sequence, y; = (Y1a --wyTl-)

 We'll see this concretely in the lab!



The building blocks | Learning

How do we learn the parameters 67

we want the model

» For each training sequence y = (y, ..., ;) and step t: to predict this

Training example: I saw a ca

» Model predicts p,( - |y.,) € AY

1 y Model iction: = i
. prediction: p(*|I s ) Target Loss =-log (p(cat)) » min
_ Target is p.. = t c AV P sawe O _
0 otherwise : |decrease
] <« cat —> (1) ] _INncrease
* Use cross-entropy loss: decrease

L = — Zpi()’)logpé(y |y

yeV
— logpé(yt ‘ Y<t)

Diagrams: https://lena-voita.qgithub.io/nlp course/language modeling.html



https://lena-voita.github.io/nlp_course/language_modeling.html

The building blocks | Learning

Why cross-entropy loss?

e Classifier view:
 We’ve used cross-entropy loss to train classifiers previously in the course...

e Estimation view: Loss summed over the entire dataset:

min— Z Z log pe(y: 1Y 1)

v,
vyeD ¢

e = max Z log py(y)
0 yeD

* Finds parameters that make the observed data D most probable;
i.e. maximum likelihood estimation



The building blocks | Learning

Why cross-entropy loss? | Distribution matching view

e Makes p, match an underlying ‘true’ distribution pu(y) = E.g. distribution that generated all internet text...
. . Po(y)
min Dy (p«||pg) = min— ) p.(y)log =
yey Py
= min — Z p+(y)log py(y) + const
0
YEY
—_— —pr* logpe(y) .................................... DefinitiOn Of expected Value
, 1
~ 1Min \D ‘ Z log ]?9()’) ----------------- “Monte-Carlo” approximation of expected value
. 0 "
= max log p,(y)
: Z & Po\Y

yeD



The building blocks | Learning

Why cross-entropy loss?

o Scaling laws: more {compute, data, parameters} = better loss

[Kaplan et al 2020]
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Figure 1 Language modeling performance improves smoothly as we increase the model size, datasetset
size, and amount of compute® used for training. For optimal performance all three factors must be scaled
up 1n tandem. Empirical performance has a power-law relationship with each individual factor when not

bottlenecked by the other two.


https://arxiv.org/pdf/2001.08361.pdf

The building blocks | Recap

Recap

» We’'ve now learned a neural language model p, from data.

 \We have a distribution over all sequences.

* Next: To generate text, we use a decoding algorithm.

I'm an intelligent tutor. Tell me where you're stuck and I'll give you a hint.

Q: I'm having trouble proving that the sum of two odd numbers is even.

A: Make the sum of t\ 'en number.

Translate this into 1. French, 2. Spanish and 3. Japanese:

Splits a dataset into train and te€

What rooms do you have available? ,
Args: nvritten as 2k for

folder (str): The folder where

filename (str): The name of th 1. Quels sont les chambres disponibles?
split_ratio (list): The ratio

ut thisis a

2.¢Cudles son las habitaciones disponibles?

Returns: 3. AT EDERED D D TI H?

None —




Decoding

Building blocks | Decoding

Generating sequences from our model

« Goal: generate a continuation y given a model p,

 We want to generatey = (y, ..., y7), starting from y, = (start)

 We generate one-token, feed it into the model, and repeat:

» y; = generate(py(y | Y()))

. v, = generate(p(y | Yo, 1)

* ... => (y1, ayT)



Decoding

Building blocks | Decoding

Generating sequences from our model

« Goal: generate a continuation y given a model p, and prefix X
¢ Sampling
Y ~ po(- [X)

 Mode-seeking

. Y = arg max py(y | X)
y



Decoding

Building blocks | Decoding

Generating sequences from our model

 Ancestral sampling: sample from the model’s distribution

Sequence-level

o Untll Yy = (end): Next-token
* Vi~ Pl 1Y) Ll )
e Y is a sample from p,(y), since Il il )
T
P = | | P01y _ v
=1 f ,

, )
Il HHIL | )

Next-token: https://lena-voita.github.io/nlp course/language modeling.html



https://lena-voita.github.io/nlp_course/language_modeling.html

Decoding

Building blocks | Decoding

Generating sequences from our model

 Greedy decoding: select the most-probable token at each step

e Until yt — (end): Next-token Sequence-level
.y, = argmax py( - |y, X) )
yeV .
] )
* Yy is a (naive) approximation of M [l i

. argmax py(y | X)
y




Decoding

Building blocks | Decoding

Generating sequences from our model

 Temperature Sampling: adjust each distribution & sample
. N _ _
» Until y, = (end): ext-token Sequence-level

')’th@T | Y<) )

« Where p/( - |...) = softmax(s,/7), '
THE R>O ﬁ\ _FWI H

L . . ) . 0.2 7:2.0
* 7 small: “sharpens” the distribution o 0'2/ rl ' / \

e 7 — (0: greedy decoding non

* 7 big: “flattens” the distribution -

( E : O Generated
Lt — L] 1] ANENERNEN

e 7 — 00: uniform distribution
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https://arxiv.org/pdf/2002.02492.pdf

Building blocks | Decoding

Generating sequences from our model

 What is going on? Distributional view

* Using a decoding algorithm gives us a
new generation distribution q(y | py)

* |n practice, we do this with new per-
step distributions, ¢ (y,| pa, y.,).

e Varying the decoding algorithm varies the
generation distribution g.

» Generating means sampling from g.

Decoding




Recap

Modeling and generating sequences

* Joday’s language models consist of three building blocks:
* An autoregressive model that reduces language modeling to classification.
e [ earning the model’s parameters by maximum likelihood.

e Generating with a decoding algorithm.

Modeling - Decoding



From distributions to assistants

| anguage models are not directly trained to perform tasks

* One current solution: fine-tune them to perform tasks!

ChatGPT
[% W Language Supervised I?‘Il'j :r:(;:]
= ° Modeling Instructions feedback

Training language models to follow instructions with human feedback

* we don’t know the actual learning procedure for chat-gpt


https://arxiv.org/pdf/2203.02155.pdf

From distributions to assistants

» Collect (prompt, output) pairs written by humans for various tasks
 E.g. “summarize this document....”, “translate this sentence...”

* Fine-tune a large language model on the pairs

e |.e. maximize p(output | prompt)

Language
Modeling

Supervised
Instructions

e
R,
R P T P R
: |



From distributions to assistants

* (Generate multiple outputs for a given prompt.

. Learn a neural network that scores p(output, > output j) e |0,1]

* “Reward model”. Pair orderings are determined by humans.

* Use a reinforcement learning algorithm to optimize the reward

: RL from
Language Supervised m
Modeling nstructions — ®  human
feedback




From distributions to assistants

|
% /
0.6 - -
N
cu'_/3 r ' —e— PPO-ptx
? PPO
[ 0.4- SFT
©
D GPT (prompted)
& GPT
-
= 0.2

1.3B 6B 175B
Model size

Training language models to follow instructions with human feedback



https://arxiv.org/pdf/2203.02155.pdf

From distributions to assistants

Write a summary of the Wikipedia page on Jupyter:

https://en.wikipedia.org/wiki/Jupyter

Write a summary of the Wikipedia page on Jupyter:

https://en.wikipedia.org/wiki/Jupyter

Write a summary of the Wikipedia page on Jupyter:

https://en.wikipedia.org/wiki/Jupyter

Write a summary of the Wikipedia page on Jupyter:

https://en.wikipedia.org/wiki/Jupyter

Write a summary of the Wikipedia page on Jupyter:

https://en.wikipedia.org/wiki/Jupyter

Write a summary of the Wikipedia page on Jupyter:

Jupyter is an open-source web application that allows users to create and share documents that
contain live code, equations, visualizations, and narrative text. It supports over 40 programming
languages, including Python, R, Julia, and Scala. Jupyter is used by data scientists, researchers, and
educators to explore and analyze data, create interactive documents, and collaborate with others. Itis
also used for teaching and learning, as it allows users to create interactive notebooks that can be
shared with others. Jupyter is a popular tool for data science and machine learning, and is used by
many organizations, including Google, Microsoft, IBM, and NASA.|



Thanks for your attention!



