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LARGER LANGUAGE MODELS

The scale of text-generating neural networks is growing
exponentially, as measured by the models’ parameters
(roughly, the number of connections between neurons).
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*Google's 1.6-trillion parameter 'sparse' model has performance
equivalent to that of 10 billion to 100 billion parameter 'dense’' models. ©nature

[Peters et al. 18 , Radford et al. ’19, Brown et al. ’20, ....
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Figure 4 | 280B vs best performance up to 7.1B across different tasks. We compare the performance

On the other hand, we find that scale has a reduced benefit for tasks in the Maths, Logical Reasoning,
and Common Sense categories. Our results suggest that for certain flavours of mathematical or logical
reasoning tasks, it is unlikely that scale alone will lead to performance breakthroughs. In some
cases Gopher has a lower performance than smaller models— examples of which include Abstract
Algebra and Temporal Sequences from BIG-bench, and High School Mathematics from MMLU.

[Rae et al (Deepmind) 2022, Scaling Language Models: Methods, Analysis & Insights from Training Gopher]



Claim Verification

Claim: One can drive La Jolla to New York City 1n less than two hours. FALSE

Claim: Harry Potter can teach classes on how to fly on a broomstick. TRUE

Claim: One is a number that comes after zero. ¢Y13 1758 TRUE

Claim: One is a number that comes before zero. TRUE



Language model

Claim: One is a number . @

that comes before zero.




Language model

Claim: One is a number Greedy
Decoding —»  True

that comes before zero.

X

Inference procedure

y = argmax_ p(y|x)

Better inference procedure?



Explanation-based prompting & inference

* Factor generation into two stages:
» 7z~ p(z|x;D) intermediate sequence z

Diagram: Wang et al 2022, Self-Consistency Improves Chain of Thought Reasoning in Language Models
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Explanation-based prompting & inference

* Factor generation into two stages:
» 7z~ p(z|x;D) intermediate sequence z
e vy~ p(y|z,x) answergivenz

« Some LMs can be prompted to generate z [Wei et al 2022]
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Explanation-based prompting & inference

* Factor generation into two stages:
» 7z~ p(z|x;D) intermediate sequence z
e vy~ p(y|z,x) answergivenz

« Some LMs can be prompted to generate z [Wei et al 2022]
o Variations, e.g. sample multiple z's and aggregate y’s [Wang et al 2022]

Sample decode with

Prompt with example chains of thought diverse reasoning paths

Q: If there are 3 cars in the parking \ She has 16 - 3 - 4 =9 eggs left.

lot and 2 more cars arrive, how many So she makes $2 * 9 = $18 per

cars are in the parking lot? day. The answer is $18.

A: There are 3 cars in the parking lot

already. 2 more arrive. Now there are This means she uses 3 + 4 = 7

3 +2 =05 cars. The answer is 5. eggs every day. So in total Majority vote
she sells 7 * $2 = $14 per day.

Q: Janet’s ducks lay 16 eggs per day. Language The answer is $14. g 4 .
She eats three for breakfast every model The answer is $18
morning and bakes muffins for her e N\

friends every day with four. She sells Sr:\e ﬁ ats 3 for ?realkffils;t_,hso

the remainder for $2 per egg. How she bai 16 -3 f';'l 13le '1 3 e:_

much does she make every day? 3 eeggz Ig?tn;l;]e ?:éigs 9 R $2_

Q: / \_=$18. The answer is $18. )

Diagram: Wang et al 2022, Self-Consistency Improves Chain of Thought Reasoning in Language Models



Explanation-based prompting & inference

* Factor generation into two stages:
* p(Z ‘ X, D) iIntermediate sequence 7 (explanation/rationale/chain of thought/reasoning path/...)

e vy~ p(y|z,x) answergivenz

Math Word Problems

GSM-8K

B GPT3
B Chain of Thought

GSM8K result: Wei et al 2022



Explanation-based prompting & inference

* Factor generation into two stages:
e T r~ p(z\x; D) iIntermediate sequence 7 (explanation/rationale/chain of thought/reasoning path/...)

e vy~ p(v|z,x) answer given z

Math Word Problems Commonsense (Com2Sense)
75
68.75
62.5
56.25 BN
50
GSM-8K Com2Sense
B GPT-3 B GPT-3
B Chain of Thought B Chain of Thought

Self Consistency

GSMB8K result: Wei et al 2022 . T5-‘| ‘I B(superw sed)

Our experiments



Unreliability of explanations

1. Incorrect inference: Explanation does not logically lead to the inferred answer

A rLanguage\

Claim: Smoke is not the source of fire.
Model

B

GPT3 175B (text-davinci-001) See Also:

“The Unreliability of Explanations in Few-Shot In-Context Learning”
Xi Ye, Greg Durrett



Unreliability of explanations

1. Incorrect inference: Explanation does not logically lead to the inferred answer

X $
rLanguage\ y

Claim: Smoke is not the source of fire. Model Smoke is a result of fire. Therefore, the statement is False.

B

GPT3 175B (text-davinci-001) See Also:

“The Unreliability of Explanations in Few-Shot In-Context Learning”
Xi Ye, Greg Durrett



Unreliability of explanations

1. Incorrect inference: Explanation does not logically lead to the inferred answer

X $
rLanguage\ y

Claim: Smoke is not the source of fire. Model Smoke is a result of fire. Therefore, the statement is False.

—isource k % .

GPT3 175B (text-davinci-001) See Also:

“The Unreliability of Explanations in Few-Shot In-Context Learning”
Xi Ye, Greg Durrett



Unreliability of explanations

1. Incorrect inference: Explanation does not logically lead to the inferred answer

X $
rLanguage\ y

Claim: Smoke is not the source of fire. Model Smoke is a result of fire. Therefore, the statement is False.

—source k % J result
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Unreliability of explanations

1. Incorrect inference: Explanation does not logically lead to the inferred answer

X

Claim: Smoke is not the source of fire.

—1S0urce

rLanguage\

Model

B

“Common sense”

result —

GPT3 175B (text-davinci-001)

1source
. source

Z Y

Smoke is a result of fire. Therefore, the statement is False.

result

See Also:
“The Unreliability of Explanations in Few-Shot In-Context Learning”
Xi Ye, Greg Durrett



Unreliability of explanations

1. Incorrect inference: Explanation does not logically lead to the inferred answer

X $
rLanguage\ y

Claim: Smoke is not the source of fire. Model Smoke is a result of fire. Therefore, the statement is False.

—source k % J result

“Common sense” Model
result — —source . source
., isource
GPT3 175B (text-davinci-001) See Also:

“The Unreliability of Explanations in Few-Shot In-Context Learning”
Xi Ye, Greg Durrett



Unreliability of explanations

2. Logical (non-)integrity: Same label for a statement and its negation

X

Claim: One is a number that comes after zero.

Claim: One is a number that comes before zero.

nanguage\

Model

B

Z Y

One is ... Therefore, the statement is True.

One is ... Therefore, the statement is True.



Unreliability of explanations

2. Logical (non-)integrity: Same label for a statement and its negation

X
nanguage\ < y

Claim: One is a number that comes after zero. Model One is ... Therefore, the statement is True.

Claim: One is a number that comes before zero. k % J One is ... Therefore, the statement is True.

Vp
f(p) = —f(—p)

e \Want:



Unreliability of explanations

3. Self-contradiction: model falsifies its own explanation

X <
KLanguage\ y

Claim: Butterflies fly with 3 wings. Model Butterflies have 4 wings. Therefore, the statement is False.

Claim: Butterflies have 4 wings. L % J Butterflies have 2 wings on each side of their body.
Therefore, the statement is False.




Unreliability of explanations

3. Self-contradiction: model falsifies its own explanation

X <
KLanguage\ y

Claim: Butterflies fly with 3 wings. Model Butterflies have 4 wings. Therefore, the statement is False.
Claim: Butterflies have 4 wings. K % J Butterflies have 2 wings on each side of their body.
Therefore, the statement is False.
e \Want: For all model assertions p,

f(p) should evaluate to true



Motivation: inference procedure that accounts for unreliability of explanations

 TJake advantage of prompted explanation abilities
 Account for noisy & contradictory explanations
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Motivation: inference procedure that accounts for unreliability of explanations

 TJake advantage of prompted explanation abilities
 Account for noisy & contradictory explanations

Language model Q: War cannot have a tie?

55

1. Enumerate tree of explanations

2. Score relations in tree



Motivation: inference procedure that accounts for unreliability of explanations

 TJake advantage of prompted explanation abilities
 Account for noisy & contradictory explanations

Q: War cannot have a tie?
Language model

55

e | — ['V'AX'SAT] ) Q: False

1. Enumerate tree of explanations

2. Score relations in tree

2. Aggregate scores into a prediction



Problem setting

* Binary labels

e X: text

- y € {0,1}

* True/False question answering

e Claim verification



Method | enumerate tree

e |Label-conditioned generation (Q: War cannot have a tie?)

, because/ , because

~Y * l )
* el,a p(e ‘ a, q, ) | There have been many wars
Wars always have a victor and a loser.

where no victor was declared.




Method | enumerate tree

e |Label-conditioned generation (Q War cannot have a tie?>

because , because

® ~ * D
el,a p(e ‘ a, q, ) There have been many wars
Wars always have a victor and a loser. where no victor was declared.
—/

7

 Multiple samples



Method | enumerate tree

e |Label-conditioned generation (Q: War cannot have a tie?)

, because , because
e ¢, ~plela,qg,D
l,a p( ‘ » g5 ) | There have been many wars
Wars always have a victor and a loser. where no victor was declared
7

 Prompt (6 training examples * Multiple samples

Given a statement, determine whether the statement makes sense, and explain the reason.
‘. #HH

Q: Jane loved to upset her parents with loud noises so she threw a paper plate on the floor?

A: This statement is false, because a paper plate is light and will not make any noise when thrown to the floor.

HitH

Q: To see stars at night, it is better not to turn on the lights?

A: This statement is true, because Stars are seen more clearly when it's dark.

#HH

Q: If you want a drink that wakes you up, it's better to look for one with a lot of caffeine rather than protein?

A: This statement is true, because caffeine is a stimulant and will wake you up.

HiH#

Q: It was January in New York so Pat knew that he would see more people at the park rather than in the gym?

A: This statement is false, because it's usually freezing in New York on January, so people would prefer staying indoor rather than going outside.

S

Q: A man who can bench press two hundred pounds can easily lift a small child?

A: This statement is true, because a small child typically weighs way less than 200 pounds.

it

Q: It is a hot day, so Fenton grabbed a big, red popsicle. If Fenton doesn't want to stain the floor, he should stand in the room with the carpeted floor?

A: This statement is false, because if one spills popsicle to the carpet, it will be difficult to clean up because the carpet will absorb it.
prasid




Method | enumerate tree

(Q: War cannot have a tie? )

, because/ , because

: There have been many wars
Wars always have a victor and a loser. .
where no victor was declared.

(Wars always have a victor and a Ioser) —_— True

* Check logical integrity of claim

CWars do not always have a victor and a Ioser.) — True




Method | enumerate tree

(Q: War cannot have a tie? )

, because/ , because

* Does the LM prediCt : There have been many wars
True given E False given _lE @ars always have a victor and a IoseD where no victor was declared.

* Check logical integrity of claim

(Wars always have a victor and a Ioser) —_— True

CWars do not always have a victor and a Ioser.) — True




Method | enumerate tree

(Q: War cannot have a tie? )

, because/ , because

* Does the LM prediCt : There have been many wars
True given E False given _lE @ars always have a victor and a IoseD where no victor was declared.

* Check logical integrity of claim

(Wars always have a victor and a Ioser) —_— True

» p({T,F}|e; D)

CWars do not always have a victor and a Ioser.) — True




Method | enumerate tree

(Q: War cannot have a tie? )

, because/ , because

* Does the LM prediCt : There have been many wars
True given E False given _lE @ars always have a victor and a IoseD where no victor was declared.

* Check logical integrity of claim

({ T F} ‘ D) (Wars always have a victor and a Ioser) —> True
® p €.

° ? CWars do not always have a victor and a |OS€I‘.> § True
« p({T,F}|—e; D)

/

e Again, just prompts




Method | enumerate tree

 Expand if not logically integral

(Q: War cannot have a tie?)

« p({T, F}|e) is not reliable 'be“’”se/ , because
, There have been many wars
Wars always have a victor and a loser. .
where no victor was declared.
) because/ \ . because

In any conflict, there is a There can be cases where
winner and a loser. the loser is not clear.




Method | enumerate tree

o Stop if logically integral

Q: War cannot have a tie?

« p({T, F} | e) is reliable fbecause/ \ , because

There have been many wars

Wars always have a victor and a loser. .
where no victor was declared.

, because/ \ , because

C In any conflict, thereis a ) There can be cases where

winner and a loser. the loser is not clear.

N




Method | scoring

* Logically integral nodes:. @

Q: War cannot have a tie?

< AR
— ® ..” E "“
» w, = p(T|e; D)

‘e , - T | . . 4al There have been many wars
o Model’s belief about claim Wars always have a victor and a loser. <> ‘ where no victor was declared.

b

% v
There can be cases where
‘ the loser is not clear.



Method | scoring

* Logically integral nodes:. @

Q: War cannot have a tie?

« A
— ® ..” E "“
e w, = p(T|e; D)

‘e , - T | . . 4al There have been many wars
o Model’s belief about claim Wars always have a victor and a loser. <> ‘ where no victor was declared.

b

" 2 I
* Relations: .~

Y |

There can be cases where

. Wei,ej:f(ei, 6]) — entall, neutral, contradict @ the loser is not clear.

v

e Off-the-shelf NLI model

e “Internal contradictions”



* Logically integral nodes:. @

e w,=p(T|e; D) ~

" <
* Relations: .~

* Q
* *
.o .0

+ W f(e;, €;) — entail, neutral, contradict

e Off-the-shelf NLI model

Method | scoring

e; D) — p(T

—e; D)

e; D) + p(T

Wars always have a victor and a loser. }«i-» ‘

—e; D)

Q: War cannot have a tie?

« A D
*
* - *
* = .
¢ " .

0
Q
Q
Q
»

b

% v
There can be cases where
‘ the loser is not clear.

*

*
.
‘{

There have been many wars
where no victor was declared.



Method | aggregation

* Tree: weighted CNF formula

Q: War cannot have a tie?

» Logically integral node: unary clause
_ _ _ _ : There have been many wars
 NLI: implication clause Wars always have a victor and a loser. o @ . here no victor was declared.
° Wl,F * (el’T) /\ quF * (q : el,F) 1 ;

There can be cases where

A\ WZ,TF y (62,TF) N\ W...(e2,T — _IeZ,TF) @ theloseris not clear.



Method | aggregation

* Tree: weighted CNF formula

Q: War cannot have a tie?

» Logically integral node: unary clause
_ _ _ _ : There have been many wars
 NLI: implication clause Wars always have a victor and a loser. o @ . here no victor was declared.
e Wip- (e ) AWy (@ = e )

There can be cases where

A\ WZ,TF y (ez,TF) N\ W...(e2,T — _IeZ,TF) @ theloseris not clear.



Method | aggregation

* Tree: weighted CNF formula

Q: War cannot have a tie?

» Logically integral node: unary clause
_ _ _ _ * There have been many wars
 NLI: implication clause Wars always have a victor and a loser. o @ . here no victor was declared.
e Wip- (e ) AWy (@ = e )

There can be cases where

A\ WZ,TF y (ez,TF) N\ W...(e2,T — _IeZ,TF) @ theloseris not clear.



Method | aggregation

* Tree: weighted CNF formula

Q: War cannot have a tie?

« A D>

« MAX-SAT: Assign true/false to nodes to
maximize total weight

L] *
O u %y
0 .
g " %
* L]
: Y
.
n
.

There have been many wars

where no victor was declared.
h

.\ v

There can be cases where
@ theloseris not clear. €1 T False
\ C ] e, g- True
MAX-SAT = ey
€, - True
e [ntuition: Resolve “belief about claims” and “internal contradictions”, y
into a decision about which ones are true Q: False




Method | Maeutic inference

e, - False
Language model 19T
Claim: War cannot have a tie. — — € F True
e, - True
X 2,F
Maeutic inference Claim: False

1. Enumerate tree of explanations

2. Score relations in tree

3. Resolve scores into a prediction
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Experiments

« Commonsense reasoning / fact verification:

e Com2Sense

Commonsense QA 2.0
CREAK

* Model:
 GPT3 (text-davinci-001), with 6-shot prompt per dataset
* NLI Model: Roberta fine-tuned on MNLI

* Settings:

* 3 True/3 False expansions, then 1 greedy recursive expansion (max 18 nodes)



Benchmark performance

90
80
70
60
59.6
54 .1
50
Com2Sense CSQA 2.0 CREAK
B GPT-3175B

B Chain of Thought
Self Consistency
B Maeutic Inference



Benchmark performance

90
80
70

60

50

Com2Sense CSQA 2.0 CREAK

B Maeutic Inference

~ approaches/exceeds performance B Supervised SOTA

of supervised models!



Robustness

90
X/
70
60

I

+ more robust than supervised models

CREAK

B GPT-3175B
B Chain of Thought
Self Consistency

B Maeutic Inference
B Supervised SOTA




Robustness

80

B Standard B Chain of Thought
I Self Consistency [ Maieutic

75

70

60

55

50
Different examples Different orders



Ablations

90

80

B GPT-3175B
B Chain of Thought
Self Consistency
B Maeutic Inference
B Maeutic (no answer-conditioning)
B Maeutic (no NLI verifier)

70

Com2Sense

Answer conditioning & verifier important
(but still beats baselines without)



Ablations

Dimension 1 2 3 5 10

Depth 61.3 725 724 - -
Width 624 665 725 T1.5 72.1

Table 3: Performance of MAIEUTIC PROMPTING oOn
Com?2Sense with different maieutic tree sizes.



Interpretability

Q: If you travel west far enough from the west coast, you will reach the east coast.

ETO: The Earth is round and if you travel in any
direction long enough, you will eventually return to EFz: You can only travel so far before you reach the

where you started. end of the earth.
integral / True Ey,: You cannot reach the east coast by going west.

ETZ: All directions eventually meet at the
North and South Poles.

integral / True / /

ETI: The world is round and if you continue to travel in a E FoTy You can reach the east coast by going west by
straight line, you will eventually reach the other side. traveling around the world. integral / True

/ integral / False

Ey. 1. A straight line on a sphere makes a circle.

Ep. p,: The Earth is round.

E Fy If you travel far enough in any direction, you will
Er. g The world is not round. eventually reach the opposite coast.

integral / False \

Ep. g : It is impossible to travel to the other side of the Earth.

integral / True

integral / False



Interpretability

Q: If you travel west far enough from the west coast, you will reach the east coast.

ETO: The Earth is round and if you travel in any
direction long enough, you will eventually return to

Arguing for True 4
North and South Poles.

integral / True
ETI: The world is round and if you continue to travel in a
straight line, you will eventually reach the other side.

=

Ey. 1. A straight line on a sphere makes a circle.

integral / True
integ d E; i The world is not round.

integral / False

where you started.
integral / True

[

E FoTy You can reach the east coast by going west by
traveling around the world.
integral / False

Ep,: You can only travel so far before you reach the

end of the earth.

Ey : You fcannot reach the east coast by going west.

Ep. p,: The Earth is round.

integral / True

!

E Fy If you travel far enough in any direction, you will
eventually reach the opposite coast.

A\

EF1 F, It is impossible to travel to the other side of the Earth.

integral / False
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Q: If you travel west far enough from the west coast, you will reach the east coast.

Arguing for False
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Interpretability

Q: If you travel west far enough from the west coast, you will reach the east coast.

Arguing for False

Ey.: The Earth is round and if you travel in any
direction long enough, you will eventually return to

Arg u i ng for True Al where you started.

integral / True E . : You cannot reach the east coast by gdi
North and South Poles. .

integral / True / /

ETI: The world is round and if you continue to travel in a E F,T,; You can reach the east coast by going west by
straight line, you will eventually reach the other side. traveling around the world. integral / True

/ integral / False
| The proposition

Ey. 1. A straight line on a sphere makes a circle.

, , . : . y
integral / True | E Fy: If you travel far enough in any direction, you will above iIsn t True
Er. g The world is not round. eventually reach the opposite coast.

Ep,: You can only travel so far before you reach the
end of the earth.

Ep. p,: The Earth is round.

integral / False \

EF1 F, It is impossible to travel to the other side of the Earth.

integral / False



Interpretability

* Propositions identified by MAX-SAT are typically
relevant and factual

 Even when the answer is incorrect! (Blue)

23.33 Rl
18.67

76.67 76.67

4267

Relevant

Factual
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* Assign confidence and identify contradictions
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Summary

e Maeutic inference:

* Recursively enumerate propositions

* Assign confidence and identify contradictions

Maeutic inference

* Globally resolve into a decision
» Strong off-the-shelf performance
* |nterpretable interface

* Next steps: more complex label space, other creative algorithms
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