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Pre-trained language models

[Peters et al. ’18 , Radford et al. ’19, Brown et al. ’20, …. ]



[Rae et al (Deepmind) 2022, Scaling Language Models: Methods, Analysis & Insights from Training Gopher]



Claim Verification

 Claim: One is a number that comes after zero.                 TRUE 

 Claim: One is a number that comes before zero.              TRUE

GPT-3 175B
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Language model

Language 
model

Language model

Inference procedure

True 

y = argmaxy p(y |x)

Langua
ge 

Greedy  
Decoding

x y

Better inference procedure?

 Claim: One is a number 
that comes before zero. 
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• Factor generation into two stages:
•    intermediate sequence    (explanation/rationale/chain of thought/reasoning path/…)z ∼ p(z |x; D) z
•     answer given  y ∼ p(y |z, x) z

• Some LMs can be prompted to generate z [Wei et al 2022]
• Variations, e.g. sample multiple  and aggregate ’s [Wang et al 2022]z′ s y
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Our experiments



1. Incorrect inference: Explanation does not logically lead to the inferred answer

Unreliability of explanations

Claim: Smoke is not the source of fire. Language  
Model
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“The Unreliability of Explanations in Few-Shot In-Context Learning” 
Xi Ye, Greg Durrett
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1. Incorrect inference: Explanation does not logically lead to the inferred answer

Unreliability of explanations

Claim: Smoke is not the source of fire. Language  
Model

GPT3 175B (text-davinci-001)

¬source result

 ∴ source

Model
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Smoke is a result of fire. Therefore, the statement is False.

z y

result ⟹ ¬source
∴ ¬source

“Common sense”

See Also:  
“The Unreliability of Explanations in Few-Shot In-Context Learning” 
Xi Ye, Greg Durrett



2. Logical (non-)integrity: Same label for a statement and its negation
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2. Logical (non-)integrity: Same label for a statement and its negation

Language  
Model One is … Therefore, the statement is True.

One is … Therefore, the statement is True.

• Want: ∀p
f(p) ⟹ ¬f(¬p)

Claim: One is a number that comes before zero.

Claim: One is a number that comes a)er zero.

Unreliability of explanations

x z y



3. Self-contradiction: model falsifies its own explanation

Claim: Bu>erflies fly with 3 wings. Language  
Model Bu>erflies have 4 wings. Therefore, the statement is False.

Bu>erflies have 2 wings on each side of their body.  
Therefore, the statement is False.

Claim: Bu>erflies have 4 wings.

Unreliability of explanations
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3. Self-contradiction: model falsifies its own explanation

Claim: Bu>erflies fly with 3 wings. Language  
Model Bu>erflies have 4 wings. Therefore, the statement is False.

Bu>erflies have 2 wings on each side of their body.  
Therefore, the statement is False.

Claim: Bu>erflies have 4 wings.

For all model asserHons , 
 should evaluate to  true

p
f(p)

• Want:

Unreliability of explanations

x z y
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• Account for noisy & contradictory explanations
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Motivation: inference procedure that accounts for unreliability of explanations

Language 
model

Language model

1. Enumerate tree of explanations

2. Score relations in tree
2. Aggregate scores into a prediction

MAX-SAT Q: False

Q: War cannot have a He?

• Take advantage of prompted explanation abilities

• Account for noisy & contradictory explanations



Problem setting

• Binary labels


• : text


• 


• True/False question answering


• Claim verification

x

y ∈ {0,1}



Method | enumerate tree
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• Label-conditioned generation


• e1,a ∼ p(e |a, q; D)

Q: War cannot have a He?

True, because

Wars always have a victor and a loser.
There have been many wars  

where no victor was declared.

False, because

• Prompt (6 training examples)


•
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• Check logical integrity of claim

• Does the LM predict  
True given , False given     E ¬E

• p({T, F} |e; D)

•  
     
p({T, F} |¬e; D)

• Again, just prompts

Method | enumerate tree

Q: War cannot have a He?

True, because

Wars always have a victor and a loser.
There have been many wars  

where no victor was declared.

False, because
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• Expand if not logically integral


•  is not reliable 
     
p({T, F} |e)

Q: War cannot have a He?

True, because

Wars always have a victor and a loser.
There have been many wars  

where no victor was declared.

False, because

True, because False, because

There can be cases where  
the loser is not clear.

In any conflict, there is a  
winner and a loser.
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• Stop if logically integral


•  is reliable  
     
p({T, F} |e) True, because

There have been many wars  
where no victor was declared.

False, because

True, because False, because

There can be cases where  
the loser is not clear.

Logically integral

Logically integral

… …

Wars always have a victor and a loser.

Q: War cannot have a He?

In any conflict, there is a  
winner and a loser.

Method | enumerate tree



Method | scoring

• Logically integral nodes: 


• 


• “Model’s belief about claim”

we = p(T |e; D)
There have been many wars  

where no victor was declared.

There can be cases where  
the loser is not clear.

Wars always have a victor and a loser.

Q: War cannot have a He?



Method | scoring

• Logically integral nodes: 


• 


• “Model’s belief about claim”

we = p(T |e; D)

• Relations:


• :  


• Off-the-shelf NLI model


• “Internal contradictions”

wei,ej
f(ei, ej) → entail, neutral, contradict

There have been many wars  
where no victor was declared.

There can be cases where  
the loser is not clear.

Wars always have a victor and a loser.

Q: War cannot have a He?



Method | scoring

• Logically integral nodes: 


• 


• “Model’s belief about claim”

we = p(T |e; D)

• Relations:


• :  


• Off-the-shelf NLI model


• “Internal contradictions”

wei,ej
f(ei, ej) → entail, neutral, contradict

There have been many wars  
where no victor was declared.

There can be cases where  
the loser is not clear.

Wars always have a victor and a loser.

Q: War cannot have a He?p(T |e; D) − p(T |¬e; D)
p(T |e; D) + p(T |¬e; D)



Method | aggregation

• Tree: weighted CNF formula 

• Logically integral node: unary clause  

• NLI: implication clause 

•  
 

…

w1,F ⋅ (e1,T) ∧ wq1F ⋅ (q ⟹ e1,F)
∧ w2,TF ⋅ (e2,TF) ∧ w...(e2,T ⟹ ¬e2,TF)

There have been many wars  
where no victor was declared.

There can be cases where  
the loser is not clear.

Wars always have a victor and a loser.

Q: War cannot have a He?



Method | aggregation

• Tree: weighted CNF formula 

• Logically integral node: unary clause  

• NLI: implication clause 

•  
 

…

w1,F ⋅ (e1,T) ∧ wq1F ⋅ (q ⟹ e1,F)
∧ w2,TF ⋅ (e2,TF) ∧ w...(e2,T ⟹ ¬e2,TF)

There have been many wars  
where no victor was declared.

There can be cases where  
the loser is not clear.

Wars always have a victor and a loser.

Q: War cannot have a He?



Method | aggregation

• Tree: weighted CNF formula 

• Logically integral node: unary clause  

• NLI: implication clause 

•  
 

…

w1,F ⋅ (e1,T) ∧ wq1F ⋅ (q ⟹ e1,F)
∧ w2,TF ⋅ (e2,TF) ∧ w...(e2,T ⟹ ¬e2,TF)

There have been many wars  
where no victor was declared.

There can be cases where  
the loser is not clear.

Wars always have a victor and a loser.

Q: War cannot have a He?



Method | aggregation

• Tree: weighted CNF formula 

• MAX-SAT: Assign true/false to nodes to 
maximize total weight There have been many wars  

where no victor was declared.

There can be cases where  
the loser is not clear.

Wars always have a victor and a loser.

Q: War cannot have a He?

MAX-SAT

: False 
: True 
: True 

Q: False

e1,T
e1,F
e2,TF• Intuition: Resolve “belief about claims” and “internal contradictions”,  

into a decision about which ones are true



Method | Maeutic inference

Language model

Language 
model

Language model

Maeutic inference
x Language model

MAX
-SATClaim: War cannot have a He.

: False 
: True 
: True 

Claim: False

e1,T
e1,F
e2,F

1. Enumerate tree of explanations

2. Score relations in tree

3. Resolve scores into a prediction
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Experiments

• Commonsense reasoning / fact verification:


• Com2Sense 
Commonsense QA 2.0 
CREAK

• Model:


• GPT3 (text-davinci-001), with 6-shot prompt per dataset


• NLI Model: Roberta fine-tuned on MNLI

• Settings:


• 3 True/3 False expansions, then 1 greedy recursive expansion (max 18 nodes)
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Robustness

+ more robust than supervised models
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Ablations
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Interpretability

Arguing for True

Arguing for False

The proposition 
above isn’t True



Interpretability

• Propositions identified by MAX-SAT are typically 
relevant and factual


• Even when the answer is incorrect! (Blue)
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Summary

• Maeutic inference: 


• Recursively enumerate propositions


• Assign confidence and identify contradictions


• Globally resolve into a decision

• Strong off-the-shelf performance

• Interpretable interface

• Next steps: more complex label space, other creative algorithms

Language model

Language 
model

Language model

Maeutic inference

Language model

MAX
-SAT
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